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Introduction 
The 21st century has seen the emergence of 
artificial intelligence (AI) as a transformative force. 
It is transforming industries, reinventing societal 
norms, and testing long-standing legal and ethical 
standards. AI systems have advanced beyond the 
bounds of research laboratories, becoming crucial 
to decision-making processes in healthcare, 
banking, law enforcement, and governance. While 
AI's tremendous potential provides enormous 
benefits for innovation and economic progress, it 
also rAIses serious ethical and legal issues that 
must be carefully considered. These issues call for a 
careful investigation of ethics, especially when 
viewed from the perspective of jurisprudence as a 
means of controlling the advancement and use of 
AI. 
The domAIn of AI ethics seeks to discover and 
address the moral principles that guide the 
development, implementation, and repercussions of 
AI technologies. At its core, it rAIses crucial 
questions about developers' duties, user rights, and 
the broader societal implications of AI systems. The 
conflict between quick technical development and 
the moral questions it rAIses is at the heart of this 
discussion. Issues such as data privacy violations, 
algorithmic biases, accountability gaps, and the 
misuse of AI in surveillance or autonomous 
weaponry highlight the critical need for strong 
ethical frameworks to ensure that AI serves 
mankind fAIrly and responsibly. 
A critical challenge emerges at the junction of ethics 
and law: can ethics, which is basically philosophical 
and inherently subjective, be effectively translated 
and regulated by legal systems based on codified 
norms and enforceable rules? While laws provide 
an organized process for uniformity and 
accountability, they frequently fAIl to keep up with 
the rapid advancement of technology. Furthermore, 
ethical questions are inextricably linked to cultural, 
social, and historical contexts, making the idea of 
universal regulation complex. This study seeks to 
investigate whether jurisprudence may be a useful 
tool for regulating AI ethics, or whether alternative 
frameworks are required to solve the multiple 
ethical concerns presented by AI. 
Globally, there is growing agreement on the 
importance of regulatory frameworks for 
addressing AI ethics. Institutions like as the 

European Union, the United Nations, and the OECD 
have led efforts to set principles and guidelines for 
ethical AI development. The European Union's 
Artificial Intelligence Act prioritizes openness, 
fAIrness, and accountability, whereas UNESCO's AI 
ethics proposals emphasize human rights and 
sustAInability. Similarly, national frameworks such 
as the United States' AI Bill of Rights and Japan's 
human-centric AI approach demonstrate different 
approaches to ethical AI governance. Despite these 
efforts, significant gaps remAIn, particularly in 
aligning global norms with local cultural and legal 
contexts. 
India, as a growing powerhouse of AI innovation, 
faces distinct difficulties and opportunities in terms 
of AI ethics. These include dealing with the 
socioeconomic consequences of AI deployment, 
resolving concerns about data privacy and 
algorithmic biases, and using AI to promote 
inclusive growth in a diverse and complicated legal 
environment. Furthermore, India's rich intellectual 
traditions and commitment to "AI for All" give a 
unique platform for developing an ethical AI 
governance framework that is in line with its 
cultural and developmental aspirations. Its 
socioeconomic variety, along with a complex legal 
context, calls for an inclusive and equitable 
approach to AI ethics.  
Initiatives like NITI Aayog's National Strategy for AI, 
which promotes the notion of "AI for All," 
demonstrate India's commitment to using AI for 
societal good. However, the lack of a complete 
ethical framework that takes into account India's 
jurisprudential traditions as well as socio-cultural 
realities highlights the need for a more systematic 
approach. This paper will critically examine global 
trends in AI ethics regulation and make concrete 
recommendations for India in developing a context-
specific framework for resolving the ethical 
challenges brought by AI. 
The structure of this article is as follows: the first 
part will look at the jurisprudential underpinnings 
of ethics and law, analyzing their philosophical 
foundations and interaction. The second part will 
examine the global landscape of AI ethical policy, 
focusing on important frameworks, principles, and 
difficulties. The final part will concentrate on the 
Indian context, offering a critical evaluation of 
present attempts and suggesting a road map for the 
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creation of a complete ethical governance 
framework. This article AIms to add to the existing 
discussion on AI ethics and regulation by combining 
jurisprudential insights with practical 
considerations, providing a roadmap for India to 
traverse the complexity of AI ethical governance 
responsibly and successfully. 
The rapid rate of AI research needs a prompt and 
intelligent response to its ethical consequences. As 
AI systems progressively take on duties previously 
reserved for human decision-makers, principles 
such as responsibility, justice, and openness 
become critical. These principles should drive not 
only the development and implementation of AI 
technology, but also the legal and regulatory 
frameworks that regulate them. However, the 
relationship between ethics and law is neither 
simple nor unproblematic. While law strives to 
codify ethical principles into enforceable norms, 
ethics frequently operates in a fluid and context-
dependent domAIn, posing fundamental 
considerations regarding the efficacy and 
limitations of legal regulation in resolving ethical 
challenges. 
Jurisprudence, as a philosophy of law, provides a 
foundational framework for dealing with the 
complex concerns underlying AI ethics. By 
combining legal theory and ethical principles, it 
allows for a more nuanced examination of how 
normative norms might be codified and applied to 
developing technology. Natural law, legal 
positivism, and utilitarianism are three theoretical 
views that shed light on how ethical concepts can be 
encoded into legal systems. Natural law approaches, 
for example, emphasize the alignment of legal 
standards with universal moral principles, implying 
that laws should reflect underlying ethical ideals. 
Legal positivism, on the other hand, mAIntAIns that 
law is independent of morality, arguing that laws 
receive their power from formal enactment rather 
than moral content. These varied perspectives 

provide vital insights into the potential and 
limitations of legal systems in regulating AI ethics. 
Globally, initiatives to regulate AI ethics use a 
variety of approaches, influenced by cultural, 
political, and economic concerns. The European 
Union's comprehensive framework, which 
promotes human rights and accountability, 
contrasts significantly with the United States' 
market-driven approach, which focuses on 
innovation and self-regulation. Countries such as 
China and Japan present alternate models, with a 
focus on state-led government and societal 
harmony. These disparate methods underscore the 
inherent difficulties of defining universal norms for 
AI ethics, rAIsing concerns about the likelihood of 
global harmonization in this area. 
India's approach to AI ethics must consider these 
worldwide trends while also tackling its own 
particular issues. Drawing on its rich philosophical 
traditions, which include concepts like Dharma 
(duty), Nyaya (justice), and Ahimsa (nonviolence), 
India has a unique jurisprudential background that 
can inform its ethical framework for AI governance. 
Simultaneously, the country must address serious 
challenges such as data privacy, algorithmic 
prejudice, and the socioeconomic implications of AI 
for employment and inequality. By combining its 
philosophical beliefs with current ethical standards, 
India may create a governance structure that is 
consistent with its developmental aspirations and 
cultural identity. 
The convergence of AI, ethics, and law poses a 
complex challenge that necessitates a 
multidisciplinary approach. This study AIms to 
enhance ethical AI governance by exploring the 
jurisprudential components of ethics and law, 
assessing global trends in AI ethics regulation, and 
providing context-specific measures for India. The 
ultimate goal is to ensure that AI technologies are 
created and deployed in a way that respects human 
dignity, promotes social justice, and follows the 
fundamental values of equality and accountability. 

AI and Ethics  
Artificial intelligence (AI) is transforming society by 
influencing industries including business, 
healthcare, and transportation. While others say 
that AI is still distant from gAIning human-like 
consciousness, its current capabilities need 
immediate attention to ethical considerations. 
Autonomous vehicles, for example, have the 
potential to disrupt businesses such as 
transportation and hospitality, whereas AI-
recruitment systems run the risk of replicating 
human biases due to inaccurate trAIning data. 
Furthermore, economic imbalances generated by AI 
may spark social unrest, underlining the need for 
constructive ethical frameworks to address those 
issues. 

Ethics, a complicated discipline, includes principles 
that guide moral behavior and decision-making. It is 
based on normative ethics and deals with what 
distinguishes right from wrong conduct. Aristotle 
highlighted the importance of virtue ethics, which 
urges people to act in accordance with moral 
virtues. Modern ethical frameworks apply these 
concepts to a wide range of disciplines, including 
business, bioethics, and machine ethics. 
As humans, humans and animals, humans and 
machines, and even robots interact more, ethical 
theories such as corporate ethics, animal ethics, 
military ethics, bioethics, and machine ethics are 
being applied to real-world circumstances. The 
study of ethics and ethical concepts is always 
changing and developing. 
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In the context of AI, ethical questions focus on the 
roles of both AI systems and their developers. 
Beneficence, justice, privacy, transparency, 
accountability, and fAIrness are some of the most 
important ethical values. Ken Blanchard and 
Norman Vincent Peale's three-question approach1, 
as well as the Markkula Center Framework, propose 
methodologies for dealing with ethical quandaries, 
focusing on legality, fAIrness, and the effects on 
individuals and society.2  
 
Features of AI Giving Rise to Ethical Issues 
Artificial intelligence (AI) provides transformative 
potential, but its complexity creates serious ethical 
concerns. The following is a comprehensive 
explanation of significant AI trAIts that rAIse ethical 
concerns: 
1. Transparency - Even its inventors find it difficult 
to understand the inner workings of machine 
learning models, also known as the "black box," 
This opacity leads to information asymmetries 
between AI professionals and users, eroding fAIth 
in technology. Trust is required for user adoption, 
and a lack of openness prevents people from 
understanding how AI judgments are made. For 
example, in 2017, Facebook shut down an AI system 
that created its own language, rAIsing fears about 
unpredictable AI behavior. Ethical concerns arise 
concerning whether it is right to fully regulate AI 
agents' actions, especially when their decision-
making processes remAIn obscure. 
2. Data Security and Privacy - AI systems rely on a 
massive amount of data, including sensitive 
personal information. Mismanagement of this data 
can result in misuse, breaches, and harmful activity. 
For example, sensitive data in health records can be 
misused, bringing financial and personal harm to 
individuals. Data protection necessitates strong 
safeguards, such as extensive tracking of data 
exchanges and strict control over who has access to 
such records. FAIlure to do so risks violating 
privacy and rAIsing ethical concerns about data 
utilization. 
3. Autonomy, Intentionality, and Responsibility - To 
be called moral beings, AI systems must 
demonstrate autonomy, intentionality, and 
accountability. Autonomy emphasizes freedom 
from direct human control, but intentionality refers 
to purposeful and determined behaviors that might 
be morally helpful or harmful. Responsibility 

 
1 Ken Blanchard and Norman Vincent Peale, The 
Power of Ethical Management (Random House 
2011) 
2 Keng Siau and Weiyu Wang, ‘Artificial Intelligence 
(AI) Ethics: Ethics of AI and Ethical AI’ (2020) 31(2) 
Journal of Database Management 74 
https://doi.org/10.4018/JDM.2020040105 

constitutes fulfilling roles with societal 
commitments. Ethical quandaries emerge over who 
is responsible for an AI's judgments, particularly in 
high-stakes scenarios such as military applications 
or self-driving vehicles. 
4. Bias and FAIrness - AI systems are trAIned on 
human-created datasets, which frequently contAIn 
inherent biases. As a result, these biases appear in 
AI behaviors and decisions. For example, software 
that predicts criminal inclinations has shown racial 
bias due to unbalanced trAIning data. Addressing 
this issue necessitates careful programming and 
unbiased trAIning datasets, as persistent biases can 
exacerbate systemic disparities. 
5. Accountability - When an AI system fAIls or 
produces unwanted results, establishing blame is 
difficult. Known as the "problem of many hands," 
this issue entAIls determining whether the 
programmer, data owner, or user should be held 
responsible. Establishing clear lines of 
accountability is crucial to tackling this ethical 
issue. 
6. Ethical Standards - Defining and implementing 
ethical norms in AI systems is a challenging task. 
Machines must not only follow predetermined 
ethical norms, but also comprehend them in 
human-like terms. Current ethical frameworks 
frequently lack universality, resulting in disparities 
in how AI systems are trAIned and judged. This 
emphasizes the necessity for worldwide and 
consistent ethical principles. 
7. Human Rights Laws - AI systems may 
accidentally violate human rights due to a lack of 
awareness among creators. Integrating human 
rights education into AI design processes is critical 
for reducing discrimination and privacy abuses. 
Privacy-by-design principles can help you comply 
with human rights regulations and develop user 
confidence. 
8. Automation and Job Replacement - AI-driven 
automation has spurred arguments about 
employment creation and displacement. While 
some clAIm that AI will create new job 
opportunities, concerns remAIn regarding 
workforce disruptions and the rise of a "useless 
class." Ethical considerations include balancing 
technology advancement with the protection of 
human rights and well-being. 
9. Accessibility - Advanced technologies must be 
avAIlable to everyone, particularly marginalized 
groups like the elderly and crippled. Ethical AI 
development guarantees that systems are built to 
benefit all equally. FAIlure to address accessibility 
risks exacerbating societal disparities and 
restricting the benefits of AI to privileged groups. 
10. Democracy & Civil Rights - Unethical AI 
applications can distort reality, destroy trust, and 
undermine democratic values. Structural biases in 
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AI systems can result in unequal access to civil 
rights, undermining society cohesion. Ethical AI 

must prioritize the preservation of democracy and 
the equitable exercise of human liberties. 

The rapid progress of artificial intelligence 
demands a comprehensive ethical framework to 
handle issues of transparency, bias, accountability, 
and fAIrness. Ensuring that AI systems are 
consistent with human values and rights is critical 
for building trust, equity, and social acceptance of 
this transformative technology. 
 
Ethics and Jurisprudence – A Relationship 
Explored 
 “Ethics is not a branch of jurisprudence, nor is 
jurisprudence a branch of ethics. By an exact 
differentiation, each science conserves its own force 
and dignity. And, therefore, ethics influences 
jurisprudence more by bringing to it life and light 
from without, than by holding an artificial and false 
position within the jural sphere.”3 
The link between ethics and jurisprudence is 
founded on their different yet interconnected areas. 
Holland defines jurisprudence as "the formal 
science of positive law," emphasizing enforceable 
standards established by a sovereign power, 
whereas ethics is "the science of self-recognized 
laws of conduct," guided by personal moral 
judgment. This distinction emphasizes two 
fundamental contrasts: the outward, enforceable 
nature of law vs the interior, self-imposed character 
of ethics; and the objective authority of law versus 
the subjective basis of ethical principles. 
Legal rights are enforceable clAIms that require the 
state's involvement, whereas ethical rights are 
based simply on the individual's recognition and 
conscience. The former involves three parties: the 
state, the clAImant, and the obligated person, 
whereas the latter simply concerns the individual 
accepting the responsibility. As a result, moral 
obligations frequently take precedence over moral 
rights, because enforcement is based on personal 
responsibility rather than external power. 
Despite their differences, ethical and legal 
principles can intersect. CertAIn behaviors may be 
both legally and ethically correct or incorrect, such 
as murder prohibitions, which are consistent with 
both legal statutes and ethical imperatives. Conflicts 
emerge when actions are legally permitted but 
ethically objectionable or vice versa, as evidenced 
by historical acts of civil disobedience inspired by 
conscience. 
Notably, jurisprudence must operate within the 
framework of positive law, without regard for 
ethical issues throughout its implementation. 

 
3 ‘The Relation of Ethics to Jurisprudence’ (1894) 
International Journal of Ethics 
https://www.journals.uchicago.edu/doi/pdf/10.10
86/intejethi.4.2.2375432 

However, ethical considerations can impact the 
formation and evolution of legal ideas. For example, 
in patriarchal regimes, external ethical factors 
frequently influenced the exercise of sovereign 
authority. 
Some theorists, including Austin, argue that rights 
are solely legal creations, dismissing moral rights as 
derivative or non-existent. This viewpoint is 
criticized for its contradiction, as it conflates ethical 
and legal elements, especially in business 
operations where legality is the principal norm for 
acceptable behavior. To avoid such fallacies, 
terminology must be used clearly and consistently, 
ensuring that legal and ethical obligations are 
properly defined and appreciated. 
By studying the relationship between ethics and 
jurisprudence, the text emphasizes their reciprocal 
effect as well as the nuances of incorporating ethical 
issues within the legal system. While each domAIn 
preserves its autonomy, their interaction provides 
prospects for a more profound synthesis, 
integrating legal governance with ethical principles. 
 
Relevance of Bhartiya Jurisprudence and Values 
in Ethical AI Regulation 
The rapid growth of Artificial Intelligence (AI) 
technology has resulted in an urgent need for 
ethical regulation to address issues such as bias, 
accountability, privacy, and the societal impact of AI 
systems. While worldwide initiatives frequently 
focus on Western philosophical and legal traditions, 
Bhartiya (Indian) jurisprudence provides a distinct 
perspective grounded in values such as Dharma 
(righteousness), Nyaya (justice), and Ahimsa 
(nonviolence). These principles, derived from 
India's rich philosophical and cultural legacy, 
provide a moral and ethical framework for guiding 
the development and regulation of AI technologies 
while prioritizing human dignity, collective welfare, 
and harmony. 
 
Dharma: The Foundation of Ethical Governance 
Dharma, a major principle of Bhartiya 
jurisprudence, extends beyond religious bounds to 
reflect the moral and ethical requirements that 
mAIntAIn societal order and peace. When it comes 
to AI legislation, Dharma emphasizes the 
responsibilities of developers, policymakers, and 
users to ensure that AI systems serve the greater 
good. For example, AI algorithms employed in 
healthcare or governance must be consistent with 
the principle of Sarva Jana Sukhino Bhavantu 
(welfare of all). 
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Dharma also calls for the accountability of 
individuals who design and implement AI systems. 
Developers must prioritize ethical considerations 
over profit objectives when building systems to 
reduce harm and promote inclusivity. Policymakers, 
directed by Dharma, are tasked with developing 
legislation that balance innovation and society well-
being, ensuring that AI technology do not worsen 
inequities or violate human rights. 
 
Nyaya: Justice and FAIrness in AI Applications 
Nyaya, which emphasizes logical reasoning and the 
pursuit of justice, provides useful insights into 
tackling the ethical quandaries offered by AI. One of 
the most important challenges in artificial 
intelligence is algorithmic bias, which occurs when 
computers unintentionally reinforce cultural 
preconceptions. Nyaya mandates that AI systems be 
fAIr, transparent, and unbiased, and that they 
adhere to the principle of equality protected in 
Article 14 of the Constitution. 
Nyaya can help to shape legal procedures for 
accountability and restitution. For example, AI 
systems employed in judicial decision-making, such 
as predictive policing or sentencing algorithms, 
must undergo rigorous testing for fAIrness and 
accuracy. Nyaya also advocates for explAInability in 
AI, or the ability of systems to provide explicit and 
intelligible reasons for their actions, so that those 
affected by these decisions can seek justice if 
necessary. 
 
Ahimsa: Non-Violence and Ethical AI 
Development 
Ahimsa, the ideal of nonviolence, is especially 
important for averting harm caused by AI systems. 
Misused AI systems can cause enormous harm, 
ranging from privacy violations to economic 
displacement and even physical assault via 
autonomous weaponry. Ahimsa requires that AI be 
created and deployed with a dedication to reducing 
harm and cultivating compassion. 
For example, facial recognition technology, which 
has sparked worries about mass monitoring and 
civil liberties, must be utilized responsibly to 
prevent infringing on personal privacy. Similarly, 
Ahimsa advocates for measures that reduce the 
impact of AI-driven job displacement through 
proper retrAIning programs and social safety nets. 
 
Integration with Modern Regulatory Frameworks 
Integrating Bhartiya jurisprudential ideals into AI 
legislation creates a comprehensive strategy that 
supports existing legal frameworks. These 
principles emphasize not only legal conformity, but 
also ethical behavior and collective well-being. An 
Indian AI Ethics Council may formalize these norms, 

ensuring that AI development is consistent with the 
country's moral and cultural culture. 
Bhartiya jurisprudence provides timeless ideas to 
govern the ethical regulation of AI technologies. 
Dharma, Nyaya, and Ahimsa create a moral compass 
that promotes fAIrness, responsibility, and damage 
reduction. By incorporating these ideals into AI 
governance, India can set the standard for 
establishing ethical AI systems that benefit 
humanity while conserving its cultural and 
philosophical history. This method not only solves 
the urgent ethical challenges but also establishes a 
global benchmark for responsible AI innovation. 
 
Ethics and Law 
 “Morality cannot be legislated, but behavior can be 
regulated. The law may not change the heart, but it 
can restrAIn the heartless.”4 
— Martin Luther King Jr. 
“It may be true that the law cannot change the 
heart, but it can restrAIn the heartless. It may be 
true that the law cannot make a man love me, but it 
can keep him from lynching me and I think that is 
pretty important, also.”5 
— Martin Luther King Jr. 
Martin Luther King once explAIned that why there 
was more criminal tendency in some people than 
others. He advocated that Segregation and 
prejudice, particularly agAInst African Americans, 
cannot be explAIned solely in terms of community 
or racial flaws. Instead, these issues come from the 
systemic hurdles produced by segregation and 
economic disadvantage. Poverty, ignorance, and 
social isolation perpetuate crime and inequity, 
regardless of race. Using the ill effects of 
segregation to justify keeping it going is an invalid 
argument. Addressing these difficulties necessitates 
facing their underlying causes and adopting 
significant economic and social measures to offer 
equal opportunity for all. He further explAIned that, 
although legal segregation has been officially 
abolished, covert and de facto segregation persists. 
These surroundings perpetuate cycles of poverty, 
educational disparities, and psychological harm, 
emphasizing the critical need for revolutionary 
action to build a truly inclusive society. The 
existence of segregation harms democracy and 
moral justice, and removing it is a need rather than 
a choice. 

 
4 ‘MLK Legacy’ (Illinois Wesleyan University) 
https://www.iwu.edu/mlk/page-4.html 
5 Ibid. 
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To end segregation and racial injustice, society must 
dispel two common illusions. The first is the "myth 
of time," which holds that progress will happen 
organically throughout time. However, time is a 
neutral force that can either progress or impede 
justice depending on how it is used. Individuals and 
communities must work tirelessly and with 
commitment to make progress. WAIting passively 
only empowers the oppressors. The second myth 
holds that law cannot fix racial issues because it 
cannot change people's hearts. While laws may not 
inculcate love or moral awareness, they can control 
behavior, prevent destructive activities, and lay the 
groundwork for societal transformation.  
Legislation can prohibit discriminatory practices in 
housing, employment, and education, clearing the 
way for integration. Education and moral 
development must complement legal efforts, but 
laws are still necessary tools for justice. To address 
systemic injustices, comprehensive action plans 
that combine legislative reform with nonviolent 
direct action are required. Legislation alone cannot 
eliminate prejudice, but it can influence societal 
patterns, paving the way for more profound change. 
Finally, achieving racial justice needs both 
structural changes and a personal commitment to 
creating an equitable and welcoming society.  
As previously stated, law helps to erase racial 
injustice and create an equitable society. In a 
similar fashion, ethical rules should be developed to 
assist AI stakeholders in continuing its 
development and application in society. The 
segregations of society must not be a back door for 
unethical AI. As AI cannot be regulated at every 
stage, it can be limited to stay inside its ethical 
circle.  As a result, such legislation is required to 
control AI ethics and establish AI ethics. To attAIn 
these ethical goals, AI ethical law must serve as a 
roadmap. As well sAId that law “law cannot make a 
man love me, but it can keep him from lynching” in 
the similar approach one cannot stop the growth 
and development of AI technology but with its 
ethical regulation one may set boundaries for its 
behaviour with which it should be present within 
the society and do no harm to human. 
 
Landmark Cases on AI-Generated Avatars and 
Personality Rights 
Further understating as to need of ethical governs 
may perhaps be understood with the real time case 
laws which paves the way of the new era of cases 
with the changing society demands. Though the 
issue may be age old but with technological 
advancement the new age law need to be 
implemented on the age old issues. 
The increasing implementation of artificial 
intelligence (AI) to recreate human likenesses has 
resulted in substantial legal conflicts around the 

world. A historic ruling by India's Delhi High Court 
underlines the critical need for legal frameworks to 
combat the misuse of AI-generated information, 
particularly in terms of protecting personality 
rights. 
On September 20, 2023, the Delhi High Court issued 
a landmark decision matter of, Anil Kapoor vs. 
Simple Life India & Others,6 in favour of Indian 
actor Anil Kapoor, protecting his personality rights 
from illegitimate AI-generated likenesses. Kapoor 
launched a case agAInst 16 defendants for 
commercially exploiting his appearance, voice, 
persona, and other attributes. The defendants had 
developed deep fakes of Kapoor as numerous 
fictional identities and utilized his likeness for 
products, motivational courses, and fraudulent 
services. 
Justice Prathiba M. Singh stressed the importance of 
judicial involvement to prevent such AI-driven 
exploitation, highlighting the insufficiency of 
existing privacy protections under Article 21 of the 
Indian Constitution in addressing these growing 
concerns.7 
This verdict set a precedent for the entertAInment 
industry, allowing individuals to pursue remedies 
such as material removal and monetary damages 
for unlawful usage. In a later case in July 2024, the 
Bombay High Court granted relief to singer Arijit 
Singh, reinforcing prominent personalities' 
safeguards from AI-generated misappropriation. 
 
International Developments 
United States: In November 2023, the Hollywood 
actors' organization SAG-AFTRA reached an 
agreement to protect performers' digital likenesses. 
These contracts need explicit agreement to create 
and use digital duplicates, which ensures 
transparency in AI usage. High-profile examples, 
such as Scarlett Johansson's protest to OpenAI using 
her voice without her authorization, highlight 
persistent issues. Johansson's instance triggered 
immediate corrective action, emphasizing the 
significance of controlled and ethical AI usage.8 
France: The French Civil Code and European human 
rights legislation provide comprehensive 
protections for personality rights. Recent 
modifications, such as Act No. 2024-449, specifically 
target AI-generated content by requiring 
appropriate labeling and forbidding the unlawful 

 
6 CS(COMM) 652/2023 and I.A. 18237/2023-
18243/2023 
7 Anil Kapoor vs. Simple Life India & Others 
CS(COMM) 652/2023 and I.A. 18237/2023-
18243/2023  
8 ‘A Landmark Case in India on AI-Generated 
Avatars’ (2023) https://www.ddg.fr/actualite/a-
landmark-case-in-india-on-AI-generated-avatars 
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dissemination of modified images and audio. 
Violations carry serious penalties, including jAIl and 
fines. These initiatives are consistent with the EU AI 
Act, which requires transparency in AI-generated 
outputs by 2026. French courts have long 
denounced the improper commercial exploitation 
of celebrity likenesses, which strengthens these 
safeguards.9 
These legal improvements represent an important 
step toward balancing technology advancement and 
individual rights. By establishing legal 
accountability, these verdicts lay the groundwork 
for protecting creative professionals' identities and 
livelihoods, fostering an atmosphere in which 
technology improvements coexist with respect for 
personal and intellectual property rights. While 
countries like as India, the United States, and France 
have made progress in regulating AI use, the global 
nature of AI-generated material needs a 
coordinated worldwide response. Clear labeling of 
AI-generated information, specific authorization for 
use, and severe consequences for infractions are all 
necessary to ensure ethical AI practices. 
 
Ethics and Law: Interrelationship and 
Distinctions 
Ethics and law, while separate in nature and scope, 
are inextricably linked in the control of human 
behavior and societal government. Ethics refers to 
moral concepts that help people distinguish 
between good and wrong, whereas law is a set of 
defined norms that organizations can enforce. They 
work together to provide a framework that molds 
individual and organizational behavior while 
fostering justice, order, and communal well-being. 
 
Understanding Ethics 
Ethics is a discipline of philosophy concerned with 
moral ideals and principles. It is concerned with 
issues of virtue, obligation, and what makes a 
decent life. Ethics is frequently subjective and 
varies by culture, religion, and personal beliefs. 
There are several types of ethics, including 
normative ethics, which determines what is 
ethically right and wrong. Applied Ethics focuses on 
specific ethical dilemmas, such as medical or 
corporate ethics. Meta-Ethics examines moral 
judgments and their underlying meanings. 
 
Characteristics of Ethics: 
• Voluntary adherence, not legally binding. 
• Social standards and cultural traditions 
frequently influence behavior. 
• Adapts to shifting society values. 

 
9 A Landmark Case in India on AI-Generated Avatars  
n (8) 

 
Understanding Law 
A law is a set of rules established and enforced by 
governmental or civil entities to govern behavior. It 
establishes a systematic process for settling 
conflicts and preserving social order. Types of law 
include criminal law, which addresses offenses 
agAInst the state or public. Civil law governs 
disputes between private parties. While 
Constitutional Law defines the framework of 
government and rights of citizens. 
 
Characteristics of Law:  
• Enforced by state authorities.  
• Uniform application within the jurisdiction.  
• Static in the short term, but can be amended 
through legislative or judicial processes.  
 
Interrelationship of Ethics and Law 
1. Ethics as the foundation of law - Many laws stem 
from ethical values. For example, rules agAInst 
stealing and murder reflect ethical principles like 
fAIrness and the sacredness of life.  
Human rights laws uphold ethical principles of 
equality and decency.  
2. How Law Reinforces Ethics - Laws help enforce 
ethical norms when voluntary cooperation is 
insufficient. Anti-corruption legislation, for 
example, mandates ethical governance behavior.  
3. Ethics. Beyond the Law: - Ethical standards 
frequently surpass legal limits. For example, while 
the law permits certAIn commercial tactics, ethics 
may require greater openness and fAIrness. 
4. Tensions between Ethics and Law - Laws can 
contradict ethical standards, especially when they 
promote discriminatory or unjust societal practices. 
This tension needs legal revisions based on 
increasing ethical norms. 
 
Key Differences between Ethics and Law 
Aspect Ethics Law 
Nature Moral 

principles and 
values 

Formalized 
rules and 
regulations 

Enforceability Voluntary 
adherence 

Compulsory 
compliance 

Source Society, 
culture, and 
philosophy 

Government 
and legal 
authorities 

Scope Broader, 
subjective, and 
dynamic 

Specific, 
objective, and 
formalized 
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Ethical dilemmas and legal considerations 
1. Corporate Ethics vs. Legal Compliance - Ethical 
issues arise when acts are legal but morally 
problematic, such as tax evasion or exploiting legal 
loopholes. 
2. Medical Ethics and Law - Euthanasia and abortion 
are examples of tensions between ethical ideas and 
legal frameworks. 
3. Technological Advancements: AI and genetic 
engineering pose challenges to existing laws and 
ethical frameworks, necessitating new ones. 
 
Integrating Ethics and Law 
1. Policy Formulation - Ethical concerns should be 
incorporated into laws to ensure justice and 
fAIrness. For example, data protection rules should 
strike a balance between innovation and privacy 
rights. 
2. Legal Education and Ethical TrAIning - Lawyers, 
judges, and policymakers need ethical reasoning 
skills to tackle complicated moral and legal issues. 
3. Judicial Activism - Courts frequently play an 
important role in aligning laws with ethical 
principles, as seen in cases concerning fundamental 
rights. 
Though unique, ethics and law serve as 
complimentary tools for advancing societal well-
being and justice. Ethics serves as the moral 
compass that leads the development of laws, 
whereas laws enforce ethical behavior and resolve 
conflicts. The dynamic interaction between ethics 
and law guarantees that societal norms and values 
adapt in response to new problems, resulting in a 
more equitable and peaceful society. 
 
Classification of ethical issues in AI 
The classification of ethical issues in artificial 
intelligence (AI) examines their numerous 
consequences across characteristics, human 
aspects, social impacts, vulnerabilities, and 
deployment situations. To begin, ethical concerns 
about AI's intrinsic features include transparency, 
data security, privacy, autonomy, intentionality, and 
accountability. These concerns extend to the 
broader environmental implications of AI, such as 
natural resource use and pollution, emphasizing the 
critical need to address sustAInability issues. 
Furthermore, AI systems frequently lack 
transparency, and their "black-box" nature makes 
them difficult to comprehend and regulate, creating 
serious ethical and practical challenges.10 
Human aspects such as accountability, ethical 
standards, and compliance with human rights laws 
all contribute to ethical difficulties. These concerns 

 
10 K Siau and W Wang, ‘Artificial Intelligence (AI) 
Ethics’ (2020) 31(2) Journal of Database 
Management 74 

highlight the importance of society obligations such 
as safety, freedom, and respect for human dignity. 
AI's social influence exacerbates ethical concerns, 
particularly in the areas of automation, job 
displacement, accessibility, democracy, and civil 
rights. Automation and AI-driven systems have the 
potential to exacerbate inequality by eliminating 
workers and limiting access to resources, rAIsing 
questions about their fAIrness and inclusivity.11 
Furthermore, weaknesses in AI systems and human 
interactions with AI highlight ethical concerns 
related to algorithmic biases, a lack of 
explAInability, and potential misuse. For example, 
the opacity of AI algorithms, sometimes known as 
the "black-box" problem, impedes accountability 
and justice. Similarly, the use of AI-powered robotic 
devices, such as robot companions, rAIses concerns 
about human dignity and autonomy. Inadequate 
assessment of these vulnerabilities can result in 
considerable harm, particularly in situations when 
ethical decision-making is crucial.12 
Ethical problems extend to algorithms and data. 
Problems with algorithm security, fAIrness, 
explAInability, privacy protection, and the 
preservation of sensitive personal information are 
common. These challenges highlight the need for 
strong frameworks that address responsibility, 
human dignity, and autonomy in the use of AI. 
Furthermore, the long-term and indirect hazards 
associated with AI deployment, such as job losses, 
competitiveness, and responsibility, underscore the 
importance of addressing broader societal concerns 
including inequality, privacy, and human dignity.13 
Ethical challenges in AI can be divided into three 
categories: individual, societal, and 
environmental.14 Individuals prioritize fAIrness, 
privacy, and autonomy. Concerns at the societal 
level include democracy, employment dislocation, 
and threats to legal and political systems. At the 
environmental level, concerns such as resource use, 
pollution, and sustAInability require immediate 
action. This classification emphasizes the 
interwoven nature of AI ethics and the importance 

 
11 SM Liao (ed), Ethics of Artificial Intelligence 
(Oxford University Press 2020) 
12 National AI Standardization General, ‘Artificial 
Intelligence Ethical Risk Analysis Report’ (2019) 
http://www.cesi.cn/201904/5036.html 
13 E Bird and others, ‘The Ethics of Artificial 
Intelligence: Issues and Initiatives’ (European 
Parliamentary Research Service 2020) 
https://www.europarl.europa.eu/thinktank/en/doc
ument/EPRS_STU(2020)634452 
14 Changwu Huang, Zeqi Zhang, Bifei Mao, and Xin 
Yao, ‘An Overview of Artificial Intelligence Ethics’ 
(2022) 4 IEEE Transactions on Artificial Intelligence 
799 https://doi.org/10.1109/TAI.2022.3194503 
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of taking a comprehensive strategy to successfully 
address these challenges. By incorporating ethical 
considerations at all levels, stakeholders may create 
AI systems that are consistent with social norms, 
promote sustAInability, and reduce possible harm.15 
 
Challenges in Regulating Ethics through Law 
Subjectivity and Dynamic Nature of  Ethics 
Ethics is frequently subjective and context-
dependent, influenced by cultural, religious, and 
personal values. For example, ethical standards may 
differ between societies. Universalizing ethics 
through law might create tensions and 
opposition. Ethics evolves to mirror societal 
changes and achievements. Laws, being rather rigid, 
may struggle to keep up with changing ethical 
values. For instance, laws regarding gender equality 
and LGBTQ+ rights have not always kept up with 
evolving cultural attitudes. 
 
Limitations of Enforcement 
Internal moral convictions are typically more 
important than external enforcement in 
determining ethical behavior. While laws can 
impose certAIn behaviors, they cannot always 
regulate intentions or personal values.  For 
example, while laws ban discrimination, they 
cannot completely eliminate prejudice and bias. 
The tension between morality and legality is 
frequently highlighted by ethical confrontations 
with the law, which occur in a variety of 
circumstances. Examples from history, like the 
legality of slavery or the apartheid laws, show how 
legislation were both legally sound and immensely 
immoral. Ethical opposition, activism, and 
ultimately legal reform have often been sparked by 
such paradoxes. The inability of the law to control 
all unethical behavior is further highlighted by 
ethical lapses in legal institutions, such as the use of 
legal loopholes for private or business advantage 
(such as tax evasion). Notwithstanding these 
drawbacks, the law is essential in encouraging 
moral behaviour since it sets the standard for 
appropriate behaviour. Anti-discrimination 
legislation, for example, establish social norms for 
justice even in cases when cultural views are more 
difficult to change. Furthermore, regulations can 
encourage ethical behavior through measures such 
as tax breaks for corporations that engage in 
corporate social responsibility (CSR). Legal 
frameworks also educate and create societal norms 
by providing strict legal protections for efforts such 
as anti-drunk driving or domestic violence 
campAIgns. However, law has restrictions. It cannot 
manage human morality, much alone virtues and 
intentions, which are important to ethical 

 
15 Ibid. 

considerations. While lying may be unethical, it is 
not always unlawful until it causes societal harm. 
Similarly, laws prioritize actions and effects, 
whereas ethics frequently emphasizes character 
and intent. 
The intersection between law and ethics 
emphasizes their complementary responsibilities. 
Law gives form and enforceability to widely 
accepted ethical principles, so mAIntAIning societal 
order, whereas ethics helps politicians in crafting 
rules that reflect societal ideals. Though legislation 
can govern ethics to some extent, especially in 
universally codified domAIns, the dynamic, 
subjective, and personal nature of ethical ideas 
restricts its scope. Finally, authentic ethical action 
emerges from internal moral convictions and 
cultural growth, creating the relationship between 
law and ethics mutually reinforcing in order to 
promote justice and society harmony. 
 
Global perspective in AI Ethics Regulation 
Building ethical AI is a difficult task that requires 
addressing a wide range of ethical concerns as well 
as practical implementation challenges. While the 
fundamental goal is to ensure that AI systems "do 
no harm," the definition of harm, as well as what 
constitutes human rights and ethical treatment, is 
still subject to intense debate. Ethical sensitivity 
trAIning is important for decision-making, and AI 
systems must be equipped to notice ethical 
concerns. However, putting these theoretical 
aspirations into practice demands sustAIned effort 
and collaboration among stakeholders. 
Leading corporations such as Google, IBM, and 
Microsoft have developed frameworks to govern AI 
ethics. Notably, the Monetary Authority of 
Singapore, in partnership with Microsoft and 
Amazon Web Services, established the FEAT 
principles—fAIrness, ethics, accountability, and 
transparency—to encourage ethical AI practices.16 
Collaboration among academics, practitioners, and 
policymakers is required to build broadly accepted 
ethical norms. In addition to frameworks, strong 
governance mechanisms backed by legal and 
regulatory frameworks are essential. For example, 
the United States has put in place legal tools such as 
the Algorithmic Accountability Act and the 
Commercial Facial Recognition Privacy Act to 
address ethical concerns about AI development. 
Self-regulation also plays an important role. 
Transparency, ethical principles, and public 
education increase trust in AI systems. Companies 

 
16 K Siau and W Wang, ‘Artificial Intelligence (AI) 
Ethics: Ethics of AI and Ethical AI’ (2020) 31(2) 
Journal of Database Management 
https://www.researchgate.net/publication/340115
931 
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and policymakers must participate in open 
communication to dispel myths and boost public 
trust in AI. Ethical considerations include 
fundamental questions concerning AI's autonomy 
and moral responsibility. Scholars such as Moor 
propose three types of ethical AI: implicit ethical 
agents, which confine behaviors to minimize harm; 
explicit ethical agents, which follow preset ethical 
principles; and full ethical agents, who possess 
consciousness, will, and free will.  While implicit 
and explicit agents are presently viable, full ethical 
agents remAIn a research topic with important 
ethical concerns, such as whether shutting down 
conscious AI systems is unethical. 
The global initiatives to regulate AI ethics vary. The 
European Commission has prioritized ethical AI in 
its policy agenda, emphasizing the importance of 
"AI made in Europe" as a global standard for ethical 
standards. Similarly, initiatives in the United States, 
China, and other countries emphasize the 
significance of ethical AI through frameworks such 
as the OECD AI Principles for Trustworthy AI. 
Despite these efforts, competition between 
businesses and nations sometimes prioritizes 
performance indicators like safety, dependability, 
and usefulness over ethical considerations. 
Consumers usually emphasize criteria such as price 
and quality over ethical considerations, forcing 
businesses to choose between making profits and 
upholding ethical standards. Achieving ethical AI 
involves a collaborative effort to strike a balance 
between innovation, societal benefit, and ethical 
responsibility. 
 
Summary of the EU and OECD Ethics Guidelines 
on Artificial Intelligence (AI) 
AI ethics principles are essential for establishing 
trust, responsibility, and the ethical usage of AI 
technologies. The EU and OECD guidelines serve as 
regulatory frameworks, providing advice for AI's 
ethical development and implementation. Both 
frameworks seek to provide extensive and adaptive 
structures to address the unpredictable evolution of 
AI and its various uses. This summary describes the 
substance and essential characteristics of these 
guidelines, contrasts their approaches, and 
emphasizes their similarities and differences. 
Both the EU and the OECD shared an Approach to AI 
Regulation that emphasizes the importance of 
comprehensive and adaptive regulation that covers 
the entire lifecycle of AI systems. They emphasize 
the significance of developing a framework that is 
broad enough to encompass a wide range of 
applications, such as voice recognition software, 
surveillance drones, and medical equipment, while 
staying flexible enough to handle sector-specific 
and contractual changes. These rules seek to 
achieve a compromise between assuring ethical 

compliance and encouraging innovation while 
avoiding unduly strict limits. 
 
EU Ethics Guidelines and its Three Components 
The European Union's (EU) AIHLEG guidelines 
stress trust as a key component of AI acceptance 
and deployment. To foster trust among AI creators, 
deployers, and end users, the guidelines describe 
"trustworthy AI" as three components, four ethical 
principles, and seven important requirements. A 
questionnAIre is also included to assist 
stakeholders in assessing compliance. 
The EU rules describe trustworthy AI as systems 
that meet three basic requirements throughout 
their lifecycle: 
Lawful AI: AI systems must follow applicable rules 
and regulations, which cover both legal and 
prohibited acts. 
Ethical AI: AI should follow ethical standards and 
uphold societal norms. 
Robust AI: AI must ensure that its deployment does 
not cause unintentional harm while prioritizing17 
 
Four ethical principles. 
The EU's ethical guidelines are based on 
fundamental human rights and describe critical 
values that AI practitioners must uphold: 
Respect for Human Autonomy: AI systems should 
empower humans without force, fraud, or 
manipulation. 
Preventing Harm: AI must not cause harm, 
especially where power or information 
asymmetries exist. 
FAIrness: Artificial intelligence should promote 
equitable outcomes, reduce bias and discrimination, 
and provide channels for recourse. 
Explicability: AI systems must provide transparency 
and explAInable decision-making so that 
stakeholders understand their purpose and 
function. 
 
Seven key requirements 
To put these ethical principles into practice, the EU 
rules identify seven fundamental requirements and 
provide developers with practical guidance: 
Human Agency and supervision: AI should facilitate 
informed decision-making, provide supervision 
systems, and allow for human involvement as 
needed. 
Technical Robustness and Safety: AI must be secure, 
resistant to attacks, and capable of fallbacks in the 
event of errors. 

 
17 Ethics guidelines for trustworthy AI. European 
Commission, High-Level Expert Group on Artificial 
Intelligence 
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Privacy and Data Governance: Users must have 
control over their data, including measures to 
assure data quality, integrity, and legal use. 
Transparency requires AI systems to document 
decision-making processes, explAIn consequences, 
and notify people when they engage with AI. 
Diversity, Non-Discrimination, and FAIrness: 
Artificial intelligence should be user-centric, 
accessible, and devoid of unfAIr biases. 
Societal and Environmental Well-Being: AI should 
prioritize sustAInability and favorably impact 
society and the environment. 
Accountability: AI systems must be auditable, with 
explicit processes for mitigating bad effects and 
giving redress.18 
The questionnAIre developed by the EU makes it 
easier to evaluate AI systems agAInst these 
objectives, providing a useful tool for assessing 
compliance. 
 
The OECD Ethics Guidelines 
The standards issued by the Organisation for 
Economic Cooperation and Development (OECD) 
include an emphasis on trustworthiness, but they 
are more brief. The OECD defines trustworthy AI as 
systems that follow five ethical standards, including 
inclusion, transparency, safety, and accountability. 
Five ethical principles. 
The OECD has outlined the following guidelines to 
guide ethical AI development: 
Inclusive Growth, SustAInable Development, and 
Well-Being: AI should have a positive impact on 
persons and the earth by promoting inclusiveness, 
eliminating disparities, and conserving the 
environment. 
Human-Centered Values and FAIrness: AI systems 
must respect human rights, democracy, privacy, and 
equality, with safeguards for human autonomy. 
Transparency and ExplAInability: AI actors should 
disclose clear, context-appropriate information to 
promote understanding, enable accountability, and 
allow for challenges to AI-driven results. 
Robustness, Security, and Safety: AI systems must 
perform reliably in normal and foreseeable misuse 
scenarios, with traceability and risk management 
measures in place. 
Accountability: AI actors are responsible for 
ensuring that these rules are followed and that AI 
systems perform properly.19 

 
18 Ethics guidelines for trustworthy AI. European 
Commission, High-Level Expert Group on Artificial 
Intelligence 
19 OECD Recommendation on Artificial Intelligence. 
Organisation for Economic Co-operation and 
Development. 

Unlike the EU, the OECD standards do not offer 
specific implementation tools, making compliance 
evaluations more complicated. 
 
Comparison between EU and OECD Guidelines. 
Both the EU and OECD guidelines share a shared 
goal: to promote trustworthy AI. Their ethical 
values are closely aligned, as the OECD's five 
principles include the EU's four principles and 
corresponding obligations. However, the guidelines 
vary in depth and implementation: 
Scope and DetAIl: The EU recommendations are 
more detAIled, at 38 pages, than the OECD's one-
page document. They provide actionable steps, such 
as seven mAIn requirements and a compliance 
questionnAIre. 
Implementation instruments: The EU provides 
instruments to help apply its principles, whereas 
the OECD's guidelines are more generic and lack 
particular implementation procedures. 
Practicality: The EU's approach, while more specific, 
nonetheless allows for some flexibility in execution. 
The OECD's brief structure may be easier to use, but 
it provides minimal direction for practitioners. 
Despite their variations, both sets of standards 
function as core frameworks. They want to ensure 
that AI systems are created and deployed ethically, 
balancing ethical concerns with technological 
innovation. 
The EU and OECD guidelines are key advances 
toward the ethical regulation of AI. Their mutual 
emphasis on trustworthiness underlines the 
significance of ethical standards in developing 
public trust and ensuring AI systems serve social 
objectives. While the EU rules include more 
extensive implementation tools, the OECD's 
strAIghtforward approach may have broader 
relevance. Together, these models offer the 
groundwork for responsible AI governance, 
addressing the ethical issues rAIsed by this fast 
expanding technology.20 
 
Australia's 8 Artificial Intelligence (AI) Ethics 
Principles 
Australia's 8 Artificial Intelligence (AI) Ethics 
Principles are intended to encourage ethical AI 
system development and implementation while 
assuring its safety, security, and dependability. 
These principles seek to protect individuals, 
communities, and the environment from possible 
threats connected with AI applications, while also 
promoting trust and accountability in their use. 
 

 
20 Centre for European Policy, ‘cepInput: Ethics 
Guidelines on Artificial Intelligence’ 
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Key Objectives of the Principles 
1. Ensure safe, dependable, and equitable outcomes 
for all Australians. 
2. Minimize potential negative repercussions on 
persons, communities, and groups via AI 
applications. 
3. Help corporations and governments mAIntAIn 
ethical standards when designing, developing, and 
deploying AI technologies. 
 
The Eight Principals 
1. AI systems should prioritize human, societal, and 
environmental well-being. This principle 
emphasizes the significance of employing AI to 
improve general well-being while reducing harm or 
negative outcomes. 
2. Human-Centered Values AI systems must uphold 
human rights, diversity, and individual autonomy. 
This concept ensures that AI is aligned with society 
ideals and prioritizes human dignity and freedoms. 
3. FAIrness - AI systems should be inclusive and 
accessible to all, without involving or resulting in 
unfAIr discrimination. This principle emphasizes 
the need of preventing biases that may marginalize 
individuals or groups. 
4. Reliability and Safety - AI systems should 
function consistently and in accordance with their 
intended purpose. This principle ensures that 
systems are thoroughly tested and built to avoid 
fAIlures or unwanted consequences. 
5. & 6. Transparency and ExplAInability - Artificial 
intelligence systems must enable transparency and 
ethical disclosure. People should be conscious when 
they interact with AI or when AI systems have a 
substantial impact on them. The reasons behind AI 
judgments should likewise be clear and 
understandable. 
7. Contestability - When an AI system has a 
substantial impact on a person, society, group, or 
the environment, mechanisms should be in place to 
allow individuals to question its use or results. This 
idea promotes accountability and allows anyone 
affected by AI to seek remedy. 
8. Accountability- Individuals or entities in charge 
of the various stages of an AI system's lifetime 
should be easily identified and held accountable for 
the results. This principle also underlines the need 
for human oversight to ensure ethical compliance 
throughout the system's operation.21 
 

 
21 Australian Government, ‘Australia’s Artificial 
Intelligence Ethics Principles’ (Department of 
Industry, Science and Resources) 
https://www.industry.gov.au/publications/australi
as-artificial-intelligence-ethics-
principles/australias-AI-ethics-principles 

Implications of The Principles 
These principles provide a core framework for 
creating AI systems that prioritize ethical 
considerations. By following these guidelines, 
governments and businesses can demonstrate their 
commitment to ethical innovation, encourage AI 
developers to adopt risk-mitigation practices, and 
protect the rights of communities and individuals. 
Australia's principles are consistent with 
worldwide efforts, like as those of the EU and the 
OECD, to develop ethical criteria for AI. However, by 
adapting these principles to its unique national 
context, Australia guarantees that the framework is 
both internationally relevant and locally 
appropriate.22 
 
India in the direction of AI ethics  
India has made steady progress in its efforts to 
establish ethical norms and policies for the research 
and application of artificial intelligence (AI). While 
not as explicitly codified as frameworks in the EU, 
OECD, or Australia, India recognizes the relevance 
of ethical AI and has made some significant 
measures to address its consequences in a way that 
is appropriate for its specific socioeconomic 
situation. 
 
Key Initiatives for AI Ethics in India 
The government, academic institutions, and 
industry stakeholders are the primary drivers of 
India's AI ethical strategy. The emphasis is on using 
AI to promote inclusive growth, addressing issues 
of fAIrness and transparency, and guaranteeing 
accountability in its implementation. 
National Strategy for AI: AI for All. In 2018, the 
Indian government's NITI Aayog (a federal policy 
think tank) published the paper "National Strategy 
for Artificial Intelligence: AI for All." This document 
focuses on the ethical use of AI to fulfill social and 
economic development objectives while reducing 
dangers. The framework proposed the following 
ethical principles: 
• Transparency and Accountability: AI systems 
should prioritize transparency and accountability, 
including procedures for redress.  
• Inclusion and Accessibility: AI should help 
underprivileged and underserved populations, 
ensuring inclusivity and accessibility. 
• Privacy and Security: Data collected by AI systems 
should be safeguarded to protect privacy. 
• Equity and FAIrness: Developers must prioritize 
equity and fAIrness to prevent AI systems from 
exacerbating inequities and biases agAInst 
disadvantaged communities.  
 
The policy also encourages worldwide 

 
22 Ibid. 
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collaboration to solve ethical issues and guarantee 
that India's AI regulations are consistent with 
international best practices.  
The Indian government-organized RAISE 2020 
Summit highlighted India's commitment to ethical 
AI by emphasizing on the use of AI applications for 
social empowerment in crucial sectors such as 
healthcare, agriculture, education, and public 
service delivery. The conference stressed ethical 
principles that promote inclusivity and reduce 
inequities, protect individual rights while 
encouraging innovation, and provide transparency 
and explAInability in AI-driven decision-making 
processes. In addition, India has been actively 
working on legislation addressing privacy and data 
governance, both of which are important aspects of 
AI ethics.  
The Digital Personal Data Protection Act (DPDP) 
outlines key principles for the ethical use of data in 
AI, such as consent-based data processing to give 
individuals control over how their data is used, non-
discrimination in data usage to avoid unfAIr 
outcomes, and strong data security measures to 
protect agAInst breaches. The successful passage of 
this legislation is expected to have a direct impact 
on the ethical development and deployment of AI 
technology in the country.  
Additionally, India has looked into sector-specific 
ethical rules, particularly in healthcare and finance. 
In the healthcare sector, the Indian Council of 
Medical Research (ICMR) is developing rules to 
guarantee that AI systems prioritize patient safety, 
consent, and transparency. In the financial industry, 
the Reserve Bank of India (RBI) has developed 
guidelines for the ethical use of AI in areas such as 
credit rating and fraud detection, with the goal of 
minimizing discrimination. Despite these attempts, 
a number of issues remAIn. AI systems frequently 
rely on datasets that may not accurately reflect 
India's diverse population, resulting in biased 
outcomes that disproportionately affect specific 
groups. The digital divide between urban and rural 
areas is another important barrier to equitable 
access to AI benefits. Additionally, accountability 
gaps in automated decision-making and the delicate 
balance between regulation and innovation 
continue to be issues that must be addressed. 
 
Conclusion 
India's approach to AI ethics is similar to global 
standards developed by the EU, the OECD, and 
Australia, particularly in terms of transparency, 
accountability, and justice. However, India's 
emphasis on inclusive growth, social 
empowerment, and closing the digital gap 
distinguishes it. While wealthy countries primarily 
focus on regulating AI in high-tech fields, India's 
principal goal is to use AI as a tool for addressing 

socioeconomic difficulties and uplifting 
underprivileged groups. Looking ahead, India is 
expected to expand on its efforts by developing a 
complete AI ethics framework that incorporates 
global best practices while also meeting local 
demands. Strengthening AI governance through 
specialized oversight organizations, supporting 
ethical AI research, and increasing global 
collaboration to address cross-border ethical 
concerns are all going to be high priority. 
Finally, India's AI ethics initiatives reflect its 
ambition of using AI to promote equitable and 
sustAInable development while addressing ethical 
concerns. By emphasizing human-centric principles, 
fAIrness, and accountability, India is ensuring that 
AI is used for societal good rather than damage. As 
the government works to improve its AI regulations 
and guidelines, it has the potential to become a 
global leader in ethical AI practices, particularly in 
emerging economies. 
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